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ABSTRACT

How does time pressure influence exploration and decision-making? We investigate this question using a
within-subject design to manipulate decision time (limited vs. unlimited) and use a range of four-armed bandit
tasks, designed to independently manipulate uncertainty and expected reward. With limited time, people have
less opportunity to perform costly computations, thus shifting the cost-benefit balance of different exploration
strategies. Through behavioral, reinforcement learning (RL), reaction time (RT), and evidence accumulation
analyses, we show that time pressure changes how people explore and respond to uncertainty. Specifically,
participants reduced their uncertainty-directed exploration under time pressure, were less value-directed, and
repeated choices more often. Since our analyses relate uncertainty to slower responses and dampened evidence
accumulation (i.e., drift rates), this demonstrates a resource-rational shift towards simpler, lower-cost strategies
under time pressure. These results shed light on how people adapt their exploration and decision-making
strategies to externally imposed cognitive constraints.

Introduction
We have all experienced the pressure of making decisions under limited time. For instance, choosing what
to order at a restaurant while the waiter waits impatiently behind your shoulder. Or deciding which analyses
to run as a paper submission deadline looms near. With less time to think, we have less opportunity to
perform costly computations. But does time pressure merely make us more noisy as we deal with the
speed-accuracy trade-off1, 2? Or are we able to adapt our decision-making processes, to make the best use
of our cognitive resources given external constraints on our computational capacity3–6?

Here, we are interested in the cognitive processes involved in navigating the exploration-exploitation
dilemma7–9, which plays a key role when learning through interactions with the environment, such as
in reinforcement learning10 (RL) problems. Should you exploit your usual menu option or should you
explore something new? The usual option may yield a predictably rewarding outcome, but forgoes the
opportunity of learning about other menu items. A new option could lead to either a pleasant or unpleasant
surprise, but will likely be informative for future decisions and could improve future outcomes.

Since optimal solutions to the exploration-exploitation dilemma are generally unobtainable11, 12 except
in limiting cases13–15(e.g., infinite time horizons), there is great interest in understanding the strategies
that humans use16, 17. Empirical evidence from a variety of experiments8, 18–21 and real-world consumer
data22 suggest people use a mix of two strategies: random and directed exploration. Random exploration
increases the diversity of choices by adding stochasticity to the agent’s behavioral policy, instead of only
maximizing expected value. If you have only ever tried a handful of items on the menu, then you might
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Figure 1. Experimental design. a) Time bandit task, where each option was randomly mapped to the [Q;W;O;P]
keys on the keyboard, with a different mapping each round. Participants completed 40 rounds (each containing 20
trials), where we manipulated time pressure (panel b) and payoff conditions (panel c) in a crossed, within-subject
design. b) In unlimited time rounds, participants could take as long as they wanted to make each selection and
received positive feedback (happy face) and were shown the value of the acquired payoff for 400ms. In limited time
rounds, participants were only given 400 ms to make each selection. If they exceeded the time limit, they earned no
rewards and received negative feedback (sad face) with the value of the payoff they could have earned crossed out. c)
Each payoff condition specifies a normal payoff distribution for each option, with the means and variances described
numerically in Table 1. The reward distributions are designed to compare how differences in reward expectations
and differences in uncertainty influence choices (see Methods). Dots and the Tukey boxplots describe 100 randomly
drawn payoffs, while the half violin plots show the generative distribution, with the diamond indicating the mean.

have an imperfect picture of what options are good. Thus, adding more variability to your choices may
give you a better perspective about which options you should value. In contrast, directed exploration
adds an exploration bonus to each option, proportional to the agent’s level of uncertainty23. Rather
than simply behaving more randomly, directed exploration is more strategic, prioritizing choices with
the highest uncertainty to gain more information24, 25. Perhaps there is an item on the menu you have
never tried before. Directing your exploration to that novel item would be more effective at achieving an
information maximization goal than choosing randomly, but may also incur more computational costs,
since representations of uncertainty need to be factored into the decision-making process.

Limiting Decision Time
We manipulate decision time as a method for imposing external limitations on cognitive resources, to
better understand the differential cognitive costs associated with random and directed exploration. With
less time “budgeted” for costly computations, resource-rational decision makers4, 5 can be expected to
choose cheaper strategies in order to achieve a better trade-off between the costs of computation and the
benefits in terms of reward. One line of research on human decision-making commonly assumes that time
pressure causes participants to rely more on “intuitive decision making”26, making immediate outcomes
more salient27, and making people more reliant on fast, recognition-based processes than slower, more
analytical processes28. Research using formal computational models has also related time pressure to
changes in the speed-accuracy trade-off29, yielding faster, less accurate decisions, but nevertheless still
achieving an efficient rate of rewards30, 31. However, there is disagreement in the literature about how time
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