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Abstract
Compositionality is an important and yet poorly under-
stood feature of human cognition. In this study, partici-
pants navigated mazes with hidden, compositional struc-
ture, which was generated using operations over spatial
primitives. Although they were not informed about the
underlying structure, participants improved their accu-
racy and decreased primitive-inconsistent actions over
the course of the task. Participants also selectively tested
hypotheses corresponding to compositionally simpler
expectations (simplicity bias), with a large proportion of
errors due to expecting greater compositional structure
than present in the true path. However, this simplicity
bias did not change over the course of the experiment,
but remained robust throughout. These results suggest
that the human bias towards compositionality is unaf-
fected by experience, at least in the timeframe of our ex-
periment.
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Introduction
Compositionality has long been proposed as one of the most
striking and singular features of human cognition (Chomsky,
2009; Dehaene, Al Roumi, Lakretz, Planton, & Sablé-Meyer,
2022; Kurth-Nelson et al., 2023), allowing us to understand
novel and complex problems as abstract combinations of sim-
pler components, bestowing remarkable flexibility and gen-
eralization. Although the mechanisms involved in composi-
tional reasoning are still poorly understood, recent research
in domains such as language (Hahn, Futrell, Levy, & Gib-
son, 2022), tool use (Thibault et al., 2021), concept learn-
ing (Goodman, Tenenbaum, Feldman, & Griffiths, 2008), vi-
suospatial processing (Amalric et al., 2017; Schwartenbeck
et al., 2021) and spatial navigation (Sharma, Curtis, Kryven,
Tenenbaum, & Fiete, 2021) have re-ignited interest in this
topic.

In particular, Kumar et al. (2022) showed that human
participants are much better at uncovering hidden patterns
that were generated using abstract, compositional operations
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Figure 1: Task. a) The path of each maze was generated by drawing
two primitives out of six possible ones. b) The two primitives of each
maze were combined according to abstract templates, varying in their
compositional simplicity. c) Participants navigated the task using the
arrow keys and received feedback when committing mistakes.

(e.g., copy, symmetry, tree) compared to patterns matched in
statistical complexity, but lacking compositionality. In contrast,
neural networks displayed the opposite behavior, performing
better on patterns without compositional structure. These re-
sults suggest people have priors favoring compositionality.

In the present study, we seek to understand the source of
the human bias towards compositionality, by testing whether
it is sensitive to experience. Drawing on previous research
demonstrating human perception (auditory and visual) is mod-
ulated by the degree of compositional structure (Amalric et al.,
2017; Planton et al., 2021; Sablé-Meyer et al., 2021), we use
a spatial navigation task, where a single hidden path is gen-
erated using compositional operations over spatial primitives
(Fig. 1). Rather than only remembering sequences (Amalric et
al., 2017; Planton et al., 2021) or detecting differences (Sablé-
Meyer et al., 2021), participants must iteratively test hypothe-
ses about how to complete the maze. We use systematic
patterns in hypothesis generation to measure their degree of
bias favoring compositional structure, and examine how this
changes as a function of experience.

Our results reveal that even though participants were not in-



formed about the compositional structure of the mazes or the
existence of spatial primitives, they learned to make more ac-
curate and less primitive-inconsistent choices over the course
of the experiment. However, experience did not influence
their bias towards preferring hypotheses that corresponded
to greater compositional structure (i.e., simplicity), which re-
mained robust throughout the task.

Methods
Participants and Design. We recruited 59 participants from
Prolific (30 female; Mage=37.32; SD=13.23). Participants were
paid £2.80 for taking part in the experiment and a performance
contingent bonus of up to £2.80. Participants spent 15.83 ±
0.72 minutes on the task and earned £4.32 ± 0.05 in total.

Materials and Procedure. After providing informed con-
sent, participants were shown instructions, and completed an
interactive tutorial and comprehension check before starting
the experiment. The task consisted of navigating 20 mazes
constructed on a 17 row by 33 column grid world, each with
a single hidden solution that was generated with a compo-
sitional structure (see below). Each round began from the
center tile on the bottom row, and the goal was to reach the
top row colored in green (Fig. 1c). On each trial, participants
chose an action using the left, up, or right arrow key to take
a step. After each valid choice (moving within the grid and
avoiding “backtracking”), participants received feedback, ei-
ther progressing to the next tile or losing a life (from a total
of 30 on each round) and remaining on the last correct tile.
Participants were incentivised to complete each maze with as
many lives left as possible, as this determined their bonus.

Each maze had a different correct path, defined by a com-
positional structure generated by sampling two out of a set of
six possible primitives (Fig. 1a), each consisting of four actions
(e.g., up-left-left-up). For each path, the two primitives were
combined through an abstract template: for instance, the tem-
plate ABABABAB specifies an alternation between primitive
A and B, which repeats four times. Importantly, participants
were never informed about the compositional structure of the
task, nor the existence of primitives used in the generation
of each path. Templates varied in their degree of composi-
tional structure, which we defined using simplicity, which is
a measure inspired by Alexander and Carey (1968), counting
how often substrings (of any length) are “repeated” or “mir-
rored” in a sequence. Thus, more repetitions or mirroring of
substrings correspond to higher simplicity and greater com-
positional structure. Previous work has found simplicity to be
the best measure of performance in this type of task (Rubino,
Hamidi, Dayan, & Wu, in press), compared against several
alternative measures of compositional structure.

Results
Accuracy. Participants made increasingly more accurate
choices over successive rounds (Odds Ratio (OR): 1.01
[1.01,1.01], p < .001; Fig. 2a). On average, participants se-
lected correct actions with P(correct) = .71, beating baseline
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Figure 2: Results. a) Participants’ accuracy increased over rounds.
b) Even though participants were not informed about the existence of
primitives or the underlying compositional structure, their proportion
of primitive-inconsistent actions decreased over rounds. c) Partici-
pants were better at choosing actions corresponding to greater com-
positional structure (higher simplicity). d) Participants robustly tested
hypotheses that corresponded to greater simplicity, which remained
unchanged during the course of the task.

models using the true marginal (P(correct) = .39, t(58) =
39.2, p < .001) and true conditional probabilities of actions
(P(correct) = .44, t(58) = 32.9, p < .001). This suggests
participants learned to solve the mazes more efficiently with
exposure, but do so by relying on more than just the (Marko-
vian) statistics of the task.

To measure the extent to which participants leveraged com-
positional structure, we computed the number of primitive-
inconsistent actions (i.e., actions inconsistent with either of
the two primitives used to generate the maze). Participants
made inconsistent actions 19% of the time, which was signifi-
cantly less than chance (t(58) = −37.6, p < .001). The pro-
portion of inconsistent actions decreased with round number
(OR: 0.98 [0.98,0.99], p < .001; Fig. 2b), suggesting partici-
pants refined their hypotheses to better match the primitives
used to generate the mazes, even without explicit knowledge.

Simplicity. While a decrease in primitive-inconsistent ac-
tions suggest participant learned to detect and selectively de-
ploy the primitives used in each maze, we also find evidence
that participants combine primitives according to a simplic-
ity bias, with actions favoring hypothesized subtemplates with
greater compositional structure.

We first filtered for “distinguishing trials” where participants
made primitive-consistent actions and when their possible
choices corresponded to hypothesized subtemplate with dif-
fering simplicity. For instance, after observing the subtemplate
ABA, the participant could choose either A or B to continue
the sequence, yielding subtemplates with simplicity values of
2 and 3, respectively, making B correspond to a hypothesis
with higher simplicity and thus greater compositional struc-
ture. We quantified simplicity bias as the proportion of trials in



which participants chose an action corresponding to a simpler
subtemplate vs. a more complex one.

Participants favored simpler subtemplates more consis-
tently than chance (68%: t(58) = 15.2, p < .001, d = 2.0,
BF > 100). Consequently, the simplicity of the true subtem-
plate influenced the accuracy of each choice, with participants
making more accurate choices when they lead to higher sim-
plicity (OR: 1.03 [1.03,1.04], p < .001; Fig. 2c). Indeed, 70%
of times when participants chose a simpler subtemplate in dis-
tinguishing trials, they committed an error, due to expecting
greater compositional structure than there actually was.

Strikingly, simplicity bias was not influenced by round num-
ber (OR: 1.00 [0.99,1.02], p = .584; Fig. 2d). And while we
reported independent effects of round number and simplicity
on accuracy, we find no significant interaction between them
(OR: 1.00 [1.00,1.00], p = .342).

Conclusions
In this study, participants navigated mazes with hidden, com-
positional structure, which they were not explicitly informed
about. The goal of the study was to examine whether a bias
favoring compositionally simpler hypotheses would be influ-
enced by experience. While accuracy and the selection of
primitive-consistent actions improved over rounds, we find a
robust and unchanging bias towards testing compositionally
simpler hypotheses. Indeed, a large portion of errors cor-
responded to hypothesizing greater compositional structure
than was present. These results shed light on the degree that
a bias for compositionality adapts to experience, with further
research needed over longer time-scales.
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